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Digital media, such as laptops, tablets, or smartphones, 
increasingly shape psychological assessments (e.g., Steger 
et al., 2019; Wright, 2020; Zinn et al., 2021). Particularly, for 
cognitive measurements in educational contexts computer-
ized proficiency testing has become the de facto standard in 
many applied areas. For example, many high-stake college 
admission or proficiency certification procedures adopt 
computerized testing formats (e.g., Hurtz & Weiner, 2022; 
Steedle et al., 2022) because they allow for better standard-
ization of test instructions, item presentations, and response 
coding, thus, leading to less error-prone and fairer measure-
ments. Even many educational large-scale studies have 
recently switched to computers as their preferred medium of 
assessment that also allows for administering innovative 
item formats (e.g., simulation-based items) and collecting 
ancillary information (e.g., process data) to capture novel 
constructs more precisely (see von Davier et al., 2019).

In recent years, psychological assessments have faced 
another significant shift. Often, they had to be conducted 
remotely (over the internet) in the private homes of the test-
takers without the physical presence of a supervisor (e.g., 
Cherry et al., 2021; Hurtz & Weiner, 2022; Papageorgiou & 
Manna, 2021) because traditional on-site testing in dedi-
cated test centers or classrooms was not feasible for 

economic or health reasons. Although these tests can be 
proctored in one way or another, for example, by human 
supervisors via video and screen sharing or by artificial 
intelligence systems that automatically analyze test-takers’ 
computer activities or video captures to detect suspicious 
activities (Langenfeld, 2022), these procedures are typically 
characterized by substantially less restrictive control over 
the test setting. Rather, differences in environmental condi-
tions (e.g., lighting, computer devices), distractions (e.g., 
noise, people entering the room), or inadmissible support by 
parents and unauthorized aids can threaten the comparability 
of cognitive assessments at home (e.g., Bridges et al., 2020; 
Dendir & Maxwell, 2020; Passell et  al., 2021). However, 
standardized assessment procedures are a prerequisite to 
interpreting performance differences on psychological tests 
in terms of individual differences between test-takers (Flake 
& Fried, 2020; Schroeders & Gnambs, 2020).
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Abstract
Proctored remote testing of cognitive abilities in the private homes of test-takers is becoming an increasingly popular 
alternative to standard psychological assessments in test centers or classrooms. Because these tests are administered under 
less standardized conditions, differences in computer devices or situational contexts might contribute to measurement 
biases that impede fair comparisons between test-takers. Because it is unclear whether cognitive remote testing might be a 
feasible assessment approach for young children, the present study (N = 1,590) evaluated a test of reading comprehension 
administered to children at the age of 8 years. To disentangle mode from setting effects, the children finished the test either 
in the classroom on paper or computer or remotely on tablets or laptops. Analyses of differential response functioning 
found notable differences between assessment conditions for selected items. However, biases in test scores were largely 
negligible. Only for children with below-average reading comprehension small setting effects between on-site and remote 
testing were observed. Moreover, response effort was higher in the three computerized test versions, among which, 
reading on tablets most strongly resembled the paper condition. Overall, these results suggest that, on average, even for 
young children remote testing introduces little measurement bias.
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So far, findings on remote cognitive testing are domi-
nated by research on adolescents and (young) adults, often 
from clinical populations (e.g., Cherry et  al., 2021; Guo, 
2022; Hurtz & Weiner, 2022; Kim & Walker, 2021; Leong 
et  al., 2022; Segura & Pompéia, 2021). Whether remote 
testing might also represent a viable approach for young 
children is as of yet largely unexplored territory. Therefore, 
the present study evaluated the measurement equivalence of 
a validated test of basic reading comprehension in German 
(ELFE-II; Lenhard, Lenhard, & Schneider, 2017) that was 
administered to a sample of 8-year-old children in a remote 
setting in their private homes or an on-site setting at school. 
In contrast to previous research, we tried to disentangle 
mode and setting effects to highlight to what degree differ-
ences in the test setting or a switch from paper to computer-
ized testing contributed to a potential non-comparability of 
remote testing.

Components of Reading Comprehension

Reading abilities represent essential skills for successful 
participation in modern societies. Proficient reading abili-
ties are not only important prerequisites to succeed in edu-
cational and occupational contexts (e.g., Spengler et  al., 
2018), but also shape the development of other domain-
specific competences, such as mathematics (Gnambs & 
Lockl, 2022). Therefore, the acquisition of appropriate lev-
els of reading comprehension is a central goal in primary 
school. Reading requires multiple cognitive processes that 
can be viewed as a hierarchical system (Ahmed et al., 2014). 
On the most basic level, this includes the fast and accurate 
decoding of words and the syntactic parsing of sentences to 
establish local coherence (Cain & Oakhill, 2011; Schindler 
& Richter, 2018). In contrast, on higher hierarchical levels, 
reading comprehension requires the ability to integrate 
information contained in single words and sentences into a 
coherent overall picture of a text, the so-called situation 
model (van Dijk & Kintsch, 1983). Reading proficiency is 
thus characterized by the ability to integrate facets of infor-
mation and to reconstruct the encoded meaning, to enrich 
this meaning by prior knowledge and to draw inferences 
that supplement or continue the information presented in a 
text. Therefore, modern instruments for the measurement of 
reading competence adopt a multi-process perspective  
capturing reading on the word, sentence, and text level 
(e.g., Lenhard, Lenhard, & Schneider, 2017).

Characteristics of Remote Testing

Remote testing represents a mixture of different test-tak-
ing conditions (see Kroehne, Gnambs, & Goldhammer, 
2019). Most notably, it involves a mode switch from tra-
ditional paper-based tests that dominated educational 

assessments for decades to computerized administration 
formats. Moreover, it often also refers to unsupervised 
and unstandardized assessments because it can be con-
ducted without the presence of a test administrator in 
highly variable settings in the test-takers private homes. 
Each of these factors or their combination might result in 
systematically distorted measurements that can prevent 
fair comparisons between test-takers. So far, the most 
unambiguous findings are available regarding the pres-
ence of a test supervisor during the assessment. Meta-
analytic evidence (Steger et  al., 2020) highlights that 
test-takers are more likely to cheat in unsupervised set-
tings (e.g., searching correct answers on the internet) 
resulting in significantly higher test scores as compared 
with situations supervised by test administrators, inde-
pendent of potential-counter measures that were imple-
mented to deter cheating. Therefore, most remote tests of 
cognitive abilities implement some form of supervision, 
particularly in high-stake contexts. In contrast, the avail-
able findings on mode and setting effects are less clear.

Mode Effects for Tests of Reading Comprehension

A plethora of studies suggested that the switch from tradi-
tional paper-based to computerized assessment formats has, 
on average, a negligible impact on test results of power tests 
(e.g., Schroeders & Wilhelm, 2011; Zinn et  al., 2021). 
Although respective mode effects are often small, early 
meta-analyses suggested that they might depend on differ-
ent factors, such as the measured construct or the target 
population (e.g., Kingston, 2009; Wang et al., 2007, 2008). 
Particularly for tests of reading comprehension, more recent 
investigations with substantially larger and heterogeneous 
samples led to a more ambivalent picture. For example, 
15-year-old students performed significantly worse on the 
Program for International Student Assessment (PISA) read-
ing tests when administered on a computer as compared 
with paper (Jerrim et al., 2018; Robitzsch et al., 2020). A 
similar pattern was also reported for mandatory state-wide 
student performance evaluations in Germany (Wagner 
et al., 2022) that resulted in lower reading test performance 
on computerized test versions among eighth graders, par-
ticularly for low-achieving students. Other studies repli-
cated these results for younger age groups, such as 10- to 
13-year-old children (Golan et al., 2018; Kerr & Symons, 
2006; Støle et al., 2020). Based on these findings, several 
meta-analyses on mode effects in reading performance 
(Clinton, 2019; Delgado et  al., 2018; Kong et  al., 2018) 
found, on average, lower scores in computerized testing 
with pooled effects corresponding to Cohen’s ds between 
–0.25 and -0.54.

Despite numerous studies on mean-level differences 
between different administration modes, not all findings 
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agree on substantial mode effects for all tests and samples 
(e.g., Porion et al., 2016; Rockinson-Szapkiw et al., 2013). 
Some authors also found evidence for construct equiva-
lence between the two assessment modes (Kroehne, 
Buerger, et al., 2019), thus, giving little support for digital 
reading as a distinct construct from paper-based reading. 
Even for the ELFE-II test, approximate measurement 
invariance across paper-based and computerized test ver-
sions could be established for first to sixth graders (Lenhard, 
Schroeders, & Lenhard, 2017); albeit children produced 
slightly more errors on the computer.

The reasons underlying the observed mode effects are 
still debated. Some authors argued that mode effects are 
item-specific and depend on certain item properties, such as 
response formats or item ordering (see Buerger et al., 2019). 
As a result, the switch to computerized administrations 
should not affect the entire test but only selected items. In 
line with this conjecture, only six of 35 items in a test of 
reading comprehension showed significant mode effects in a 
sample of 15-year-old adolescents (Kroehne, Buerger, et al., 
2019). Others proposed differences in test-taking behavior 
as a potential explanation. For example, test-takers tend to 
take less time on the computer and finish tests quicker, while 
showing higher guessing behavior, particularly among low-
performance students (Karay et  al., 2015; Singer et  al., 
2019); albeit also opposite results were sometimes observed 
(Steedle et al., 2022). An experimental study that indepen-
dently varied the presentation medium (paper versus com-
puter) of the reading text and the test items suggested that 
the mode effect in reading comprehension is primarily a 
result of digital reading rather than a media-induced testing 
effect (Ben-Yehudah & Eshet-Alkalai, 2021). Consequently, 
different cognitive explanations have been put forward for 
the inferiority of digital text comprehension. For example, 
some authors suggested that the light emitted by digital 
media might contribute to visual fatigue and, consequently, 
increases cognitive load (Benedetto et al., 2013), while oth-
ers emphasized inferior learning strategies that people adopt 
on digital devices, thus, resulting in higher reading speed but 
shallower processing of the reading material (e.g., Isaacson, 
2017; Morineau et  al., 2005; Singer et  al., 2019). 
Alternatively, it has also been suggested that people are 
more overconfident about their performance when reading 
on a computer that might lead to poorer test results 
(Ackerman & Goldsmith, 2011). Finally, mode effects might 
also be a consequence of respondents’ limited access to and 
experience with computers that can result in poorer digital 
skills (see the review by Lynch, 2022). For example, higher 
computer familiarity tends to be associated with higher 
scores on computerized assessments (Bennett et al., 2008; 
Chan et al., 2018), as long as open response formats were 
part of the test. In contrast, for tests with simpler item for-
mats (e.g., multiple-choice), differences in computer skills 

hardly affect mode differences in test performance (Higgins 
et al., 2005).

Taken together, the available findings suggest small 
mode effects in tests for reading comprehension disad-
vantaging computerized assessments. However, the size 
of these effects seems to vary depending on the adminis-
tered test and the examined sample. So far, only a few 
studies examined mode effects in tests of reading perfor-
mance for young children (Golan et  al., 2018; Kerr & 
Symons, 2006; Lenhard, Schroeders, & Lenhard, 2017; 
Støle et al., 2020).

Setting Effects in Remote Testing

While standard psychological assessments are typically 
conducted by administering tests under highly controlled 
conditions to ensure that they are consistent for all test-
takers (e.g., on comparable computers in dedicated test 
centers), remote testing places the burden of standardiza-
tion on the test-taker. Although test administrators can 
recommend optimal testing conditions, in practice, differ-
ent technological devices (e.g., laptops, tablets, smart-
phones) will be used by test-takers in different situational 
contexts (see Davis, 2015; Leeson, 2006). These differ-
ences might involuntarily limit the comparability of mea-
surements. For example, different input devices, such as a 
touchscreen or a mouse, can affect performance on com-
puterized tasks (e.g., Cockburn et al., 2012). More impor-
tantly, these differences might be moderated by 
characteristics of the test-taker, such as age or computer 
experience (Findlater et  al., 2013). Although device 
effects are more pronounced for timed assessments (e.g., 
Bridges et al., 2020; Passell et al., 2021), differences in, 
for example, screen size or resolution might also affect 
untimed power tests, particularly if they require reading 
or discerning complex stimuli (Bridgeman et al., 2003). 
In addition to technological variations, the test situation 
might not be equally controllable resulting in distractions, 
such as disturbing noise or people entering the room. This 
might be particularly problematic for young children with 
still-developing self-regulative abilities, for which 
upholding sustained attention might be particularly chal-
lenging. Prevalence estimates of test-takers experiencing 
environmental distractions while taking a web-based cog-
nitive test vary between 7% and 33% (Backx et al., 2020; 
Madero et al., 2021). However, so far, it is unclear whether 
this rate is substantially larger than in, for example, 
group-based testing in classrooms and, more importantly, 
whether these distractions have a meaningful impact on 
test performance. Initial studies comparing historical data 
from computerized licensure programs administered in 
test centers to proctored web-based tests, so far, found 
only negligible differences between the two assessment 
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settings (Cherry et al., 2021; Hurtz & Weiner, 2022; Kim 
& Walker, 2021). Altogether, there is still rather limited 
systematic research on setting effects in psychological 
cognitive testing. Moreover, most research refers to 
(sometimes highly selective) adolescent and adult sam-
ples. Little is known whether young children with still-
developing self-regulative abilities (see Montroy et  al., 
2016, for respective longitudinal trajectories) might be 
more susceptible to device effects or environmental dis-
tractions and, thus, experience remote testing as more 
challenging.

Objectives of the Present Study

Remote cognitive testing might develop into a valuable 
alternative to traditional psychological assessment if 
comparable psychometric properties can be established 
and mode or setting effects do not systematically distort 
measurements. Prior research on different aspects of 
remote testing often relied on rather small and selective 
samples; for example, the median sample size in a meta-
analysis of mode effects in reading performance was 67 
(Delgado et  al., 2018). More importantly, with notable 
exceptions (Golan et  al., 2018; Kerr & Symons, 2006; 
Lenhard, Schroeders, & Lenhard, 2017; Støle et  al., 
2020), they primarily focused on adolescents and adults, 
but rarely addressed young children. Therefore, the pres-
ent study examined the feasibility of testing reading 
comprehension of over 1,500 German children at the age 
of 8 years in a remote setting. In contrast to most previ-
ous research, we tried to disentangle different sources of 
potential measurement bias by making use of a quasi-
experimental design that tested children either on paper 
or a computer device (mode effect) remotely at home or 
on-site at school (setting effect). Furthermore, potential 
device effects were examined by presenting the remote 
test version either on a tablet or laptop. Based on the 
available research summarized above, we expected the 
following effects: (a) Paper-based assessments were 
assumed to result in higher reading performance as com-
pared with computer-based assessments (Clinton, 2019; 
Delgado et  al., 2018; Kong et  al., 2018). (b) Although 
prior research in adult samples suggested only negligible 
setting effects (Cherry et  al., 2021; Hurtz & Weiner, 
2022; Kim & Walker, 2021), it is conceivable that envi-
ronmental distractions in remote settings might lead to 
poorer test performance for children. (c) Because we 
administered a power test without a high degree of speed-
edness, substantial device effects were not expected. To 
this end, analyses of differential response functioning 
(DRF) were conducted to evaluate the psychometric 
properties of the ELFE-II test (Lenhard, Lenhard, & 
Schneider, 2017) and how these might be affected by dif-
ferent assessment conditions.

Method

Participants

Mode and setting effects were examined by combining two 
independent samples from a remote and an on-site assess-
ment. The remote sample was part of the longitudinal 
National Educational Panel Study (NEPS; Blossfeld & 
Roßbach, 2019) that follows multiple age cohorts across 
their life courses. We focus on the newborn cohort that was 
initially drawn using a stratified cluster sampling design to 
cover children born in Germany between January and June 
2012 (see Aßmann et al., 2019). The most recent assess-
ment included N = 1,319 children attending Grade 2 in 
primary schools from all German federal states. We 
excluded children with diagnosed dyslexia, attention defi-
cit hyperactivity disorder, or special educational needs  
(n = 69) and students that had repeated a class (n = 3). 
Because we were interested in examining unambiguous 
device effects the sample was further limited to children 
using a tablet (with a touchscreen) or a laptop (with a 
mouse), thus, excluding n = 64 additional children that 
used a laptop with a touchpad. This resulted in an analysis 
sample of 1,183 children (51% girls) with a mean age of 
8.26 years (SD = 0.12). About 81% of them reported 
speaking German at home. Most children (n = 998) worked 
on tablets, while the rest of them (n = 185) worked on 
laptops (see Table 1). All children were tested in the last 
2 months of second grade in primary school (i.e., School 
Months1 10 or 11) or during their summer vacation before 
entering third grade (i.e., School Month 12).

The on-site sample was part of the norm data for the 
revised reading comprehension test ELFE-II (Lenhard, 
Lenhard, & Schneider, 2017)2 that included N = 502 chil-
dren from nine federal states in Germany attending primary 
schools at the end of second grade (i.e., School Months 
9–11) and the beginning of third grade (i.e., School Month 
1). To more closely match the age range of the remote sam-
ple, we excluded n = 68 children falling outside the age 
range of 7.5 to 9.0 years. Because children with dyslexia or 
special educational needs (n = 11) and children who 
repeated a class (n = 16) were also excluded from the pres-
ent analyses, the analysis sample comprised 407 children 
(52% girls). They had a mean age of 8.34 years (SD = 0.34) 
and about 70% of them indicated speaking German at home. 
About half of the children (n = 207) worked on a paper-
based test, while the rest (n = 200) worked on a computer-
ized version of the same test (see below).

Procedures and Administration Settings

The remote assessment was conducted in the summer of 
2020 by professional test administrators from a survey 
institute at the private homes of the children. A couple of 
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weeks before, the assessment the necessary computer 
equipment in the household was evaluated in a telephone 
interview. Although tablets were preferred, laptops with a 
minimum screen size were allowed as alternative assess-
ment devices. If the available devices allowed the child to 
take the remote test, the test administrator called the par-
ent by phone at the prearranged test date to assist in set-
ting up the tablet or laptop (e.g., positioning the device on 
the table) and starting the web-based test (e.g., opening 
the browser, entering the correct link and password). 
Then, the parent was asked to leave the room to let the 
child work alone on the remote test. During the test 
administration, the test administrators supervised the 
child’s progress on the test remotely using a dashboard 
that showed in real time the test page a child was cur-
rently visiting. Assistance and verbal support to the child 
were provided by phone. Thus, the test administrator had 
a continuous means of communication with the child dur-
ing the entire test procedure. Although the test adminis-
trator could not directly see the child or the specific 
testing conditions, such as the room a child, was occupy-
ing or whether other people were present during the 
assessment, they could monitor the child’s progress in the 
test, listen to voiced problems or background noise, and 
talk to the child. Though, direct assistance through test 
administrators was rarely required by design because the 
remote test used video instructions that introduced the 
tasks and, thus, allowed a high level of standardization. 
The role of the test administrators was primarily limited 
to assisting in starting the test, motivating children 
between different tests, and helping with unforeseen 
problems during the test. The reading comprehension test 
was embedded in a test battery including different cogni-
tive tests and was always presented second after finishing 
a test of reading speed with a length of 2 minutes.

The on-site data were collected in 2015 by trained under-
graduates in different schools. At school, the children were 
divided into smaller groups of up to eight (for the computer 
condition) or 25 students (for the paper condition). Then, 
the children worked individually on the test while the super-
visors were continually present in the room to monitor the 
children and provide support in case of difficulties.

Instrument and Administration Modes

Reading comprehension was measured with the ELFE-II 
test (Lenhard, Lenhard, & Schneider, 2017) which is a 
widely used measure of reading performance in German for 
children from first to seventh grades. Although the test 
includes three subtests measuring reading comprehension 
on the word level, sentence level, and text level, the current 
study only administered the text level subtest. The subtest 
presents several short texts (including two to eight sen-
tences) that are accompanied by one to three items. Each of 
the 26 multiple-choice items includes four response options 
with one being correct and three response options function-
ing as distractors (i.e., they are incorrect). Following estab-
lished models of text comprehension (Zwaan & Singer, 
2003), the theoretical construction rationale of these items 
specified three independent factors. The text addressed by 
each item presents either a fictional or a non-fictional topic 
(factor genre: non-fiction versus fiction) that requires 
retrieving a literal piece of information or drawing an anal-
ogy from the presented information (factor information: 
literal versus analogous). Moreover, each item requires 
either drawing connections between neighboring sentences 
or between multiple sentences (factor coherence: local ver-
sus global). The items cover all combinations of the three 
factors to measure a unidimensional reading comprehen-
sion construct. The items are roughly ordered by their 

Table 1.  Sample Characteristics Across Assessment Groups.

Remote samples On-site samples

Sample characteristic Total Tablet Laptop Total Computer Paper

Sample size 1,183 998 185 407 200 207
Unweighted original samples
  Percentage girls 51 52 48 52 54 50
  Mean age in years (SD) 8.26 (0.12) 8.26 (0.12) 8.25 (0.13) 8.34 (0.34) 8.32 (0.35) 8.35 (0.34)
  Percentage German spoken 81 82 80 70 68 72
  Mean school month (SD) 11.23 (0.68) 11.21 (0.68) 11.29 (0.65) 10.28 (1.09) 10.30 (1.14) 10.25 (1.04)
Weighted balanced samples
  Percentage girls 51 52 52 51 50 53
  Mean age in years (SD) 8.26 (0.00) 8.26 (0.00) 8.26 (0.00) 8.28 (0.02) 8.28 (0.02) 8.28 (0.02)
  Percentage German spoken 79 79 79 76 77 75
  Mean school month (SD) 11.18 (0.46) 11.18 (0.46) 11.18 (0.46) 10.96 (1.93) 10.94 (2.14) 10.98 (1.74)

Note. The school month refers to the number of months since the beginning of the current school year (see Lenhard, Lenhard, & Schneider, 2017). Because the beginning of 
the school year slightly differs between the German federal states, the same school month might refer to different months of the year.
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difficulty with easier items at the beginning of the test and 
more difficult items at the end of the test. The subtest fea-
tures good reliability of rtt = .85 after a retest interval of 1 
month, corresponds well with the overall subjective teacher 
rating of children’s reading abilities (r = .64), with other 
tests on reading proficiency, and it has been systematically 
evaluated regarding the effects of sex, language back-
ground, and learning disorders (Lenhard, Lenhard, & 
Schneider, 2017).

In the remote setting, the children used their private 
computers to work on the test. Most children interacted 
with the assessment device by touch on a tablet, while a 
subsample used laptops that required mouse interactions 
(see Table 1). In the on-site setting, the computerized tests 
were administered on the technical equipment in the respec-
tive schools and, thus, consisted of different types of per-
sonal computers that used a mouse as an input device. In all 
administration conditions, the children received the same 
instructions. In the remote and on-site computer conditions, 
the children worked individually on the practice items and 
also received automatic feedback from the testing environ-
ment, whereas in the on-site paper condition the instruc-
tions were presented by the supervisors. Each item was 
presented on an individual page and, in the remote and com-
puter conditions, did not require scrolling. In all conditions, 
the children received the identical item content in the same 
order and had to finish the test within 7 minutes.

The reliability estimates fell at .88 and .88 in the remote 
tablet and laptop conditions, while the respective values 
were .81 and .90 for the on-site computer and paper condi-
tions, thus, indicating no pronounced reliability differences 
between the four assessment groups. Because of the time 
limit, many children did not finish all items of the test. 
Following the scoring instructions in the works of Lenhard, 
Lenhard, & Schneider (2017), missing values were scored 
as incorrect responses. However, we also calculated the 
number of answered items (correct and incorrect responses) 
as an indicator of response effort that has a theoretical range 
from 0 to 26.

Statistical Analyses

Item Response Modeling.  Following the scoring scheme out-
lined in the test manual (Lenhard, Lenhard, & Schneider, 
2017), a one-parametric item response model (Rasch, 1960) 
was fitted to the item scores using marginal maximum like-
lihood estimation. To place the measurements in the four 
administration conditions on a common scale, we used a 
multi-group item response model with invariance con-
straints on selected anchor items. The anchor items were 
identified following Woods (2009) by first estimating a 
fully unrestricted multi-group model. The population means 
and variances in the remote tablet condition (i.e., the refer-
ence group) were fixed to 0 and 1, respectively, for model 

identification, while the respective parameters were freely 
estimated in the other groups. Then, item difficulties were 
freed across groups’ one item at a time. Model comparisons 
between the fully restricted model and the less restricted 
models using likelihood ratio tests with Benjamini and 
Hochberg’s (1995) correction identified five anchor items 
with measurement invariant parameters across assessment 
conditions.

Model comparisons examined whether mode and setting 
effects were item-specific or homogeneous across all items. 
To this end, the linked multi-group model was compared 
with a model that additionally placed equality constraints 
on the remaining item parameters and only allowed for 
latent-mean differences. A superior fit of the latter would 
indicate homogeneous differences between the four assess-
ment groups because potential mode or setting effects are 
absorbed in the latent means.

Differential Response Functioning.  Mode and settings effects 
between the remote tablet and laptop conditions, and the 
two on-site conditions with computer or paper administra-
tions were analyzed by examining DRF for single items and 
the entire test. A test exhibits differential item or test func-
tioning (DIF, DTF) when the expected item or test scores 
differ between groups although the latent proficiency is 
held constant (Millsap, 2011; Penfield & Camilli, 2007). 
For example, in case, sex significantly predicts the outcome 
of an item above the estimated ability of a person, then the 
difficulty is different for males and females. If the effect is 
constant across all ability levels, this is called a uniform 
DIF. In case, the effect additionally interacts with the ability 
(non-uniform DIF), then persons of one sex with low ability 
would perform even more poorly in this item, then expected, 
whereas highly proficient persons of that sex would have an 
increased change of succeeding. DIF is often used to assess 
test fairness and comparable analyses can not only be 
applied to single items, but also to complete scales. Thus, 
DIF examines biases in item parameters, whereas DTF 
evaluates how biases accumulate across items and leads to 
biased test scores for the comparison of groups.

DIF and DTF were quantified following the work of 
Chalmers (2018) based on the linked multi-group model by 
calculating the differences in the item and test score func-
tions between the remote tablet condition and each of the 
three other conditions. These differences are captured by 
the compensatory DRF statistics cDIF (compensatory dif-
ferential item functioning) and cDTF (compensatory differ-
ential test functioning) that represent the condition-specific 
biases in item and total scores. The DRF statistics are given 
in the raw score metric and, in the present case, ranged 
between –1 and 1 for cDIF (because each item was dichoto-
mously scored with 1 indicating a correct response) or –26 
and 26 (because the largest possible test score was 26) for 
cDTF, respectively. Negative values indicate that the 
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reference group receives, on average, lower item or test 
scores than the comparison group, despite holding the latent 
proficiency in both groups comparable. In contrast, positive 
values indicate higher scores in the reference group. Next to 
the biases in the raw score metric, we also report the per-
centage biases cDIF% and cDTF% (Chalmers et al., 2016) 
that reflect the relative increase in item or test scores for the 
comparison group (as compared with a reference group). 
Finally, DRF was evaluated for the entire sample and also 
across specific regions of the latent variable to examine 
whether the assessment conditions had more pronounced 
effects, for example, among low-proficient children. Item 
parameter uncertainty was acknowledged in these analyses 
by repeating the DRF analyses 1,000 times for different item 
parameters that were randomly drawn from the asymptotic 
variance-covariance matrix of the parameter estimates (see 
Chalmers, 2018). This allowed constructing confidence 
intervals for the cDIF and cDTF statistics and also conduct-
ing inference tests examining the null hypothesis of no DRF.

Propensity Score Weighting.  Because the study did not 
employ a true experimental design with a randomized 
assignment to the four assessment conditions, the different 
groups varied along several dimensions (see Table 1). To 
account for preexisting differences between children, the 
groups were balanced on five background characteristics 
(i.e., sex, age, home language, school months, and region in 
Germany) by estimating propensity score weights (Imai & 
Ratkovic, 2014). These weights were used to examine unbi-
ased mode and settings effects for the four assessment con-
ditions (see Kim & Walker, 2021, for a similar approach). 
Details on the weight estimation are summarized in the 
supplemental material.

Statistical Software

The analyses were conducted in R version 4.1.2 (R Core 
Team, 2021). For the item response models and DRT analy-
ses, we used mirt version 1.36.1 (Chalmers, 2012). The pro-
pensity score weights were created with CBPS version 0.23 
(Fong et  al., 2022) and WeightIt version 0.12.0 (Greifer, 
2021).

Transparency and Openness

For the remote assessment, the study material, detailed infor-
mation on the testing procedure, and the scored reading com-
prehension data are available to the research community at 
NEPS Network (2022). Because the on-site data cannot be 
shared publicly due to legal restrictions, we also provide a 
synthetic dataset created with synthpop version 1.7-0 (Nowok 
et al., 2016) at https://osf.io/qp6gk that allows reproducing 
our analyses. The repository also includes the computer code 
and the analysis output for the reported findings.

Results

Description of Measurement Model

The item response model provided a satisfactory fit in each 
assessment condition. As expected, items in the medium 
third of the tests were most appropriate for the sample, as 
indicated by item difficulty parameters covering a range 
from –1.42 to 3.12 (Mdn = 0.52). Because the test was 
designed for children attending first to seventh grades, thus, 
covering a rather broad proficiency range, the items at the 
beginning of the test were rather easy for the current sam-
ple, while items located at the end of the test were rather 
difficult. Detailed results on the estimated item parameters 
and model fit are summarized in the supplemental material. 
We used five items with comparable difficulty parameters 
across the four assessment groups to place the different 
measurements on a common scale. Accordingly, a multi-
group model with invariance constraints on the item diffi-
culties for these five items and no constraints on the 
remaining items (Akaike information criterion [AIC] = 
29,626, Bayesian information criterion [BIC] = 30,142) fit-
ted comparably as a fully unrestricted model (AIC = 29640, 
BIC = 30220), χ2(12) = 10.37, p = .583, thus, corroborat-
ing the adopted invariance constraints.

The linked multi-group model with constraints on the 
anchor items fitted significantly better as compared with a 
model with invariance constraints on all items (AIC = 
29850, BIC = 30027), χ2(63) = 350.00, p < .001. This 
indicates that the different assessment conditions affected 
the item parameters and, to some degree, did so differently 
for the studied items. On average, the item difficulties were 
slightly smaller for the paper-based test as compared with 
the on-site computer, Cohen’s d = –0.30, or the remote tab-
let and laptop conditions, Cohen’s ds = –0.10 and –0.22. In 
contrast, the on-site computer assessment exhibited some-
what larger difficulties than the two remote conditions at 
Cohen’s d = 0.21 and 0.09. Because differences between 
the testing groups were, to some extent, item-specific, the 
correlations of the difficulty parameters between groups 
can inform about the size of the heterogeneity. However, the 
respective correlations were rather large and fell around .98 
for all comparisons. This indicates that, although item-spe-
cific differences existed, they were likely to be rather small.

Mode and Setting Effects in Reading 
Comprehension

DIF was examined by calculating the pairwise differences 
in the item characteristics curves between the different 
assessment groups. The respective cDIF statistics that 
reflect the condition-specific biases in item scores are sum-
marized in Table 2. A cDIF of 0 indicates no item bias, 
whereas negative values indicate lower item scores, on 
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average, in the reference group (first row) as compared with 
the comparison group (second row), despite holding the 
latent proficiency in both groups constant. These results 
highlight significant (p < .05) item biases for several items. 
However, most effects were small and, thus, likely of negli-
gible importance. The most pronounced effects were 
observed for items in the initial third of the test for which 
assessment modes and settings generated some cDIF. For 
example, for Item 6 remote settings led to item scores that 
were, on average, about 0.18 and 0.28 points larger as com-
pared with on-site computer testing. In contrast, mode 
effects resulted in smaller expected item scores of –0.21 for 
the on-site computer and paper comparison. These results 
suggest that remote settings result in slightly higher item 
scores as compared with on-site assessments while mode 
effects reflect higher scores in paper- as compared with 
computer-based testing. Importantly, these effects were 
item-specific and, to a varying degree, limited to a few 
items in the first third of the test.

The cumulated cDIF effects across all items are 
reflected in the respective differential test functioning sta-
tistic cDTF, which are given in Table 3. Again, a cDTF of 
0 indicates no test bias, whereas negative values indicate 
lower expected test scores, on average, in the reference 

group (first column) as compared with the comparison 
group (second column), despite holding the latent profi-
ciency in both groups constant. The respective results 
highlighted no significant (p > .05) test bias within the 
remote setting, cDTF = 0.49, 95% CI [–0.19, 1.10], and, 
thus, showed no device effects. In contrast, we observed 
significant mode and setting effects. The remote tablet 
assessment led to expected test scores that were, on aver-
age, about 0.95 points, 95% CI [0.26, 1.57], higher as 
compared with the on-site computer condition, despite 
comparable proficiency distributions in both groups. 
However, this effect translated to a percentage bias of only 
about 3.65%; thus, the test scores were overestimated by 
less than 4%. Moreover, for the remote laptop test, the set-
ting effect was even smaller and not significant. In con-
trast, the comparison of the on-site computer versus paper 
conditions highlighted a mode effect, cDTF = –0.90, 95% 
CI [–1.70, 0.16], reflecting higher expected scores for 
paper-based tests. Again, this translated into a rather small 
percentage bias corresponding to test scores overestimated 
by only about 3.46%.

To examine whether DTF varied for different levels of 
the latent proficiency, we also calculated these indices 
for low, medium, and high reading competencies (see 

Table 2.  Differential Item Functioning Statistics.

Item

Remote tablet Remote laptop On-site computer

Remote laptop On-site computer On-site paper On-site computer On-site paper On-site paper

1 0.01 0.06* 0.01 0.04 0.01 −0.05
2 0.04 0.08* −0.14* 0.04 −0.18* −0.23*
3 0.06 0.15* −0.02 0.09* −0.08 −0.18*
4 0.01 0.09* 0.04 0.07 0.03 −0.06
5 0.05 0.24* −0.05 0.19* −0.10* −0.30*
6 0.11* 0.28* 0.09* 0.18* −0.02 −0.21*
7 0.07 0.10* −0.08* 0.03 −0.16* −0.19*
8 −0.03 0.14* 0.07 0.17* 0.10 −0.07
9 0.03 0.13* 0.02 0.11* 0.00 −0.11*
10 0.04 −0.01 −0.04 −0.05 −0.09 −0.03
11 0.08* 0.07 0.08 −0.02 0.00 0.02
12 0.08 0.08* −0.04 0.00 −0.11* −0.12*
14 0.06 0.08* 0.12* 0.03 0.06 0.04
15 0.03 −0.03 0.04 −0.06 0.01 0.06
17 −0.02 −0.08* −0.02 −0.06 0.00 0.05
18 −0.03 −0.07* −0.06 −0.04 −0.02 0.01
19 −0.02 −0.07* −0.02 −0.10* −0.04 0.05
20 −0.02 −0.02 −0.02 0.00 0.00 0.00
21 −0.02 −0.06* 0.00 −0.04 0.03 0.05*
23 −0.03 −0.04* −0.01 −0.05* −0.01 −0.01
26 −0.04 −0.02 0.00 −0.01 0.01 −0.01

Note. Item bias in raw point metric (cDIF; Chalmers, 2018) with a theoretical range of −1 and 1. Positive values indicate higher expected item scores 
in the group in the first row as compared with the group in the second row while holding the latent proficiency constant. Items 13, 16, 22, 24, and 25 
were used as anchors (see supplemental material) and, thus, are not included in the table.
*p < .05.
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Table 3). These analyses showed that the mode and set-
ting effects were more pronounced at lower proficien-
cies, whereas for higher proficiencies the different 
administration conditions had no effect. For example, at 
low proficiency levels, remote tablet and laptop assess-
ments showed significantly higher expected test scores 
as compared with the on-site computer assessments that 
corresponded to percentage biases of about 6.43% or 
4.51%. In contrast, at high proficiencies, the respective 
effects were substantially smaller and not significantly 
different from zero. Similarly, the mode effect corre-
sponded to a percentage bias of about 7.17% at lower 

proficiency and 1.73% at higher proficiencies. This 
interaction effect is also visualized in Figure 1 as the 
respective test characteristic curves for the four assess-
ment groups (left panel), which show the expected test 
scores depending on the latent proficiency. These high-
light notable differences between the curves at lower 
proficiencies with the on-site computer condition yield-
ing lower expected total scores conditional on the same 
proficiency. Consequently, these differences result in 
slightly different test score distributions (right panel) for 
the four assessment conditions, although the latent profi-
ciency is identical in all groups.

Table 3.  Differential Test Functioning Statistics by Latent Proficiency.

Comparison groups

Proficiency range

[−3, 3] [−3, –1] [−1, 1] [1, 3]

Remote tablet
  Remote laptop 0.49

(1.90%)
0.79*

(3.03%)
0.62

(2.40%)
0.07

(0.26%)
  On-site computer 0.95*

(3.65%)
1.93*

(7.43%)
1.33*

(5.13%)
−0.41

(−1.59%)
  On-site paper −0.04

(−0.17%)
−0.22

(−0.84%)
0.14

(0.54%)
−0.05

(−0.19%)
Remote laptop
  On-site computer 0.36

(1.37%)
1.17*

(4.51%)
0.51

(1.96%)
0.61

(2.35%)
  On-site paper −0.45

(−1.72%)
−0.91

(−3.51%)
−0.36

(−1.38%)
−0.07

(−0.29%)
On-site computer
  On-site paper −0.90*

(−3.46%)
−2.12*

(−8.17%)
−1.02*

(−3.92%)
0.45

(1.73%)

Note. Test bias in raw point metric (cDTF; Chalmers, 2018) with a theoretical range of −26 and 26. The percentage bias (cDTF%) is given in the 
parentheses. Positive values indicate higher expected test scores in the left group as compared with the group in the second column while holding the 
latent proficiency constant.
*p < .05.

Figure 1.  Test Scoring Functions for Assessment Condition.
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Mode and Setting Effects in Response Effort

The average number of responses was used as an indicator 
of response effort. An analysis of covariance (ANCOVA) 
that controlled for the children’s reading comprehension, 
F(1, 1585) = 1,353.55, p < . 001, η2 = .44, found signifi-
cant differences in response effort between the four groups, 
F(3, 1,585) = 17.15, p < . 001, η2 = .02. These reflected 
primarily mode effects because children in the on-site 
paper-based condition attempted fewer items as compared 
with the computer condition, Cohen’s d = 0.50 (see Table 4). 
The respective pairwise differences for setting effects 
revealed Cohen’s ds of –0.32 indicating lower effort in the 
remote conditions as compared with the on-site computer 
condition (with all ps < .001).

An ANCOVA for the error rates, that is, the percentage 
of incorrect responses in relation to all valid responses, con-
trolling for the children’s reading comprehension, F(1, 
1,585) = 439.30, p < . 001, η2 = .21, also found significant 
differences between the four groups, F(3, 1585) = 34.41,  
p < . 001, η2 = .05. Children working in classrooms on the 
computer produced significantly (p < .05) more errors as 
compared with those using a paper-based test or children in 
the remote settings (see Table 4).

Discussion

When psychological assessments are implemented under 
novel conditions, it is important to evaluate to what degree 

these adapted test procedures might affect the respective 
measurements. Otherwise, the tests might capture slightly 
different constructs with unknown validity and, thus, distort 
substantive conclusions based on them (see Flake & Fried, 
2020; Schroeders & Gnambs, 2020). The recent years regis-
tered pronounced changes in the way many cognitive tests 
are administered. Besides a switch to computerized testing 
formats, these assessments were often conducted in less 
standardized settings, such as the test-takers’ private homes. 
Therefore, mode and settings effects might bias the mea-
sured constructs. The present study added to the growing 
field of cognitive remote testing by examining DRF in a 
validated test of German reading comprehension for 8-year-
old children. In contrast to most previous research, the 
quasi-experimental design allowed us to disentangle mode 
from setting effects and study how each factor contributed 
uniquely to potential measurement biases. These analyses 
led to three main conclusions.

First, the move from paper- to computer-based adminis-
tration resulted in mode effects, albeit to some degree dif-
ferently for each item (for similar results, see Buerger 
et  al., 2019, and Kroehne, Buerger, et  al., 2019). The 
administration mode affected less than a quarter of all 
administered items and, on average, made the items more 
difficult for children when presented on a computer. 
Consequently, these item-specific differences translated 
into systematic biases in test scores resulting in higher 
expected scores for paper-based administrations. A reason 
for the poorer reading performance on computers might be 

Table 4.  Mean Effort and Error Score Differences between Assessment Groups.

M SD

Cohen’s d (with 95% CI)

  1 2 3

Effort scores

1 Remote tablet 13.58 5.28 0.00
[−0.11, 0.11]

−0.32*
[−0.43, −0.21]

0.18*
[0.07, 0.29]

2 Remote laptop 14.25 5.71 −0.32*
[−0.46, −0.17]

0.18*
[0.04, 0.33]

3 On-site computer 15.70 5.46 0.50*
[0.36, 0.64]

4 On-site paper 11.31 5.11  
Error scores

1 Remote tablet 0.17 0.20 −0.10
[−0.24, 0.03]

−0.65*
[−0.78, −0.52]

0.10
[0.03, 0.23]

2 Remote laptop 0.17 0.20 −0.55*
[−0.72, −0.37]

0.20*
[0.03, 0.38]

3 On-site computer 0.32 0.24 0.75*
[0.58, 0.92]

4 On-site paper 0.18 0.22  

Note. Reported are partial effect sizes controlling for reading comprehension. Positive values indicate higher conditional means in the group indicated 
by the row. CI = Confidence interval.
*p < .05.
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that computer-based testing is still rather unusual in pri-
mary schools and, therefore, children are not yet accus-
tomed to this assessment format. Unfamiliarity with 
computerized testing might have placed additional cogni-
tive demands on the children that resulted in a shallower 
processing of the actual item content and more random 
guessing (see Karay et al., 2015; Leeson, 2006) which in 
turn led to an inferior performance on the computer-based 
test. Indirect support for this assumption is given in the 
present study by children responding to more items on the 
computer, but, at the same time, also producing a larger 
share of incorrect responses. Among the computer condi-
tions, working on tablets most strongly resembled the 
paper condition, indicating that tablets might be the prefer-
able medium in the adaption of paper-based tests in a digi-
tal format.

Second, despite implementing a proctored form of 
remote testing that monitored children’s testing taking by 
trained supervisors, small setting effects led to higher 
expected scores in the remote setting. Again, these setting 
effects were item-specific and affected only about a quarter 
of all administered items. An obvious speculation might be 
that the type of proctoring implemented in the remote set-
ting was insufficient and some children had inadmissible 
support (e.g., by parents) that led to higher test scores. 
Although this might have contributed to the observed results 
to some degree, it is unlikely the only explanation. In a 
recent study among university students (Zinn et al., 2021), 
settings effects for unproctored remote testing were even 
smaller than the effect observed in the current study. Thus, 
it could be the case that the individual setting might have 
played some role because, particularly for complex tasks, 
the presence of others might impair performance (i.e., the 
social facilitation phenomenon; Zajonc, 1965). In support 
of this assumption, a meta-analytic review of studies con-
trasting individual versus group administrations of intelli-
gence tests showed slightly larger task performance when 
no other test-takers were present (Becker et al., 2017). On a 
positive note, the present study found no evidence for 
device effects in the remote condition. Thus, the input 
device used to respond to the test had a negligible impact on 
test results.

Third, a consistent finding was that mode and settings 
effects did not affect all children comparably. Rather, the 
size of the observed differences was contingent on their 
latent proficiency. While children with higher reading abili-
ties were hardly affected by changes in the administration 
conditions, for low ability children larger measurement 
biases were observed. Overall, these results replicate similar 
patterns that have been previously found for adolescents 
(Wagner et al., 2022) and young adults (Zinn et al., 2021). 
However, it must be emphasized that all effects found in the 
present study were rather small. The largest bias amounted 
to about 8% of the maximum test score, while most biases 

fell considerably below 5%. Thus, it remains to be seen 
whether mode and setting effects represent meaningful dis-
tortions with noteworthy consequences for applied practice.

Implications for Remote Cognitive Testing

Remote testing does not per se seem to be inferior to on-site 
testing and it might even have specific advantages. First, it 
of course enables assessments when practical circumstances 
like lockdowns, long travel distances, or other obstacles 
prevent on-site testing. Second, it can even increase the pre-
cision of the retrieved results. The discrepancies between 
the on-site computer- and paper-based testing were larger 
than the device effects in the remote testing condition. This 
difference might be the consequence of group-based versus 
individual assessment and in the individual remote testing, 
they largely vanished. Thus, remote testing proved to be 
effective and device effect questions like using a tablet or 
laptop seemed to be a minor aspect in comparison. We, 
however, think this advantage can only play out if standard-
ized testing situations at home can be ensured. To this end, 
sources of interference at home (crowded rooms, noise and 
music stemming from other media, interactions with other 
persons during the test situation) must be controlled or 
avoided, for example, by placing the testee in a separate 
room. We as well would rather prefer a proctored test deliv-
ery, as was the case in our study. Depending on the impor-
tance of the test results, especially in the case of high-stakes 
testing, it is important to implement measures that prevent 
cheating.

Limitations and Outlook

Several weaknesses might limit the generalizability of the 
presented findings. First, similar to previous research (e.g., 
Cherry et  al., 2021; Hurtz & Weiner, 2022), we did not 
employ a true experimental design that randomly assigned 
children to different administration settings. Rather, we cre-
ated comparable groups using propensity score matching 
that has been shown to allow for meaningful analyses of 
mode effects (Kim & Walker, 2021). However, if system-
atic differences between groups remained unaccounted for, 
these might have distorted the reported results to some 
degree. For example, we cannot rule out that cohort effects 
might have distorted the identified setting effects to some 
degree because the remote test was administered at the 
beginning of the Corona pandemic, whereas on-site testing 
was conducted earlier. Therefore, future research is encour-
aged to replicate these findings with stronger experimental 
rigor. Second, administration settings are, by definition, 
rather heterogeneous and vary along different dimensions. 
For example, settings might differ with regard to the test 
location and the presence of others. Because the current 
study implemented the on-site assessment in small groups 
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at school, we were unable to separate the two factors. It is 
also conceivable that difficulties in creating orderly testing 
conditions in the computer labs at school that was still a 
rather unconventional assessment approach in most primary 
school led to more distractions in the on-site computer con-
dition and, thus, contributed somewhat to the observed 
mode effects. To identify further characteristics of the test 
setting that might affect performance, more specific experi-
mental comparisons need to be implemented. Third, in the 
present study, the remote test was supervised by phone and 
a dashboard indicating the current page of the test. Although 
more comprehensive supervision could be achieved by 
video sharing that allows thoroughly monitoring of the 
entire test-taking conditions, this has substantially higher 
technological requirements (e.g., webcam, quality of the 
internet connection). In practice, it needs to be balanced 
whether the increase in control outweighs systematically 
excluding certain groups that do not meet the necessary 
computer requirements. Finally, the present analyses were 
limited to the measurement properties of the administered 
reading comprehension test. Future research should extend 
these findings to indicators of validity to examine whether 
different administration modes and settings might distort, 
for example, the prediction of relevant outcomes, such as 
school grades. Recent research also suggested that testing 
conditions might shape the perceptions of test-takers 
(Gnambs, 2022). Despite comparable test performance, 
test-takers rated the face validity and measurement quality 
of a remote test as substantially inferior to comparable on-
site tests.

Conclusion

Taken together, in remote testing situations, the data collec-
tion can be as precise as in on-site testing and consequently, 
we can encourage more progressive use of this assessment 
format. At the same time, mode effects in touch screen 
delivered assessment are quite small in comparison to 
paper-based testing over the complete range of the latent 
ability. Consequently, using tablets might mitigate discrep-
ancies between paper-based and digitally delivered testing 
situations.
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Notes

1.	 The school month does not refer to the month of the year, 
but the number of months since the beginning of the cur-
rent school year (see Lenhard, Lenhard, & Schneider, 2017). 
Because the beginning of the school year slightly differs 
between the German federal states, the same school month 
might refer to different months of the year.

2.	 Mode effects for the full norm sample including first to 
sixth graders haven been previously reported in the work of 
Lenhard, Schroeders, and Lenhard (2017). However, this did 
not include detailed differential response functioning analy-
ses as presented in the current paper.

References

Aßmann, C., Steinhauer, H. W., Würbach, A., Zinn, S., Hammon, 
A., Kiesl, H., Rohwer, G., Rässler, S., & Blossfeld, H.-P. 
(2019). Sampling designs of the National Educational Panel 
Study: Setup and panel development. In H.-P. Blossfeld & 
H.-G. Roßbach (Eds.), Education as a lifelong process: The 
German National Educational Panel Study (NEPS) (2nd ed., 
pp. 35–55). Springer.

Ackerman, R., & Goldsmith, M. (2011). Metacognitive regula-
tion of text learning: On screen versus on paper. Journal of 
Experimental Psychology: Applied, 17, 18–32. https://doi.
org/10.1037/a0022086

Ahmed, Y., Wagner, R. K., & Lopez, d. (2014). Developmental 
relations between reading and writing at the word, sentence, 
and text levels: A latent change score analysis. Journal 
of Educational Psychology, 106(2), 419–434. https://doi.
org/10.1037/a0035692

Backx, R., Skirrow, C., Dente, P., Barnett, J. H., & Cormack, F. 
K. (2020). Comparing web-based and lab-based cognitive 
assessment using the Cambridge Neuropsychological Test 
Automated Battery: A within-subjects counterbalanced study. 
Journal of Medical Internet Research, 22(8), Article e16792. 
https://doi.org/10.2196/16792

Becker, N., Koch, M., Schult, J., & Spinath, F. M. (2017). Setting 
doesn’t matter much: A meta-analytic comparison of the 
results of intelligence tests obtained in group and individual 



Gnambs and Lenhard	 13

settings. European Journal of Psychological Assessment, 
35(3), 309–316. https://doi.org/10.1027/1015-5759/a000402

Benedetto, S., Drai-Zerbib, V., Pedrotti, M., Tissier, G., & Baccino, 
T. (2013). E-readers and visual fatigue. PLOS ONE, 8(12), 
Article e83676. https://doi.org/10.1371/journal.pone.0083676

Benjamini, Y., & Hochberg, Y. (1995). Controlling the false 
discovery rate: A practical and powerful approach to mul-
tiple testing. Journal of the Royal Statistical Society, Series 
B, 57, 289–300. https://doi.org/10.1111/j.2517-6161.1995.
tb02031.x

Bennett, R. E., Braswell, J., Oranje, A., Sandene, B., Kaplan, B., 
& Yan, F. (2008). Does it matter if I take my mathematics 
test on computer? A second empirical study of mode effects 
in NAEP. Journal of Technology, Learning, and Assessment, 
6(9), 1–39. http://www.jtla.org

Ben-Yehudah, G., & Eshet-Alkalai, Y. (2021). Print versus digital 
reading comprehension tests: Does the congruency of study and 
test medium matter? British Journal of Educational Technology, 
52(1), 426–440. https://doi.org/10.1111/bjet.13014

Blossfeld, H.-P. & Roßbach, H.-G. (Eds.). (2019). Education as 
a lifelong process: The German National Educational Panel 
Study (NEPS). Edition ZfE (2nd ed.). Springer.

Bridgeman, B., Lennon, M. L., & Jackenthal, A. (2003). Effects 
of screen size, screen resolution, and display rate on 
computer-based test performance. Applied Measurement 
in Education, 16(3), 191–205. https://doi.org/10.1207/
S15324818AME1603_2

Bridges, D., Pitiot, A., MacAskill, M. R., & Peirce, J. W. (2020). 
The timing mega-study: Comparing a range of experiment 
generators, both lab-based and online. PeerJ, 8, Article 
e9414. https://doi.org/10.7717/peerj.9414

Buerger, S., Kroehne, U., Koehler, C., & Goldhammer, F. (2019). 
What makes the difference? The impact of item proper-
ties on mode effects in reading assessments. Studies in 
Educational Evaluation, 62, 1–9. https://doi.org/10.1016/j.
stueduc.2019.04.005

Cain, K., & Oakhill, J. (2011). Matthew effects in young readers: 
Reading comprehension and reading experience aid vocabu-
lary development. Journal of Learning Disabilities, 44, 431–
443. https://doi.org/10.1177/002221941141004

Chalmers, R. P. (2012). Mirt: A multidimensional item response 
theory package for the R environment. Journal of Statistical 
Software, 48(6), 1–29. https://doi.org/10.18637/jss.v048.i06

Chalmers, R. P. (2018). Model-based measures for detecting and 
quantifying response bias. Psychometrika, 83(3), 696–732. 
https://doi.org/10.1007/s11336-018-9626-9

Chalmers, R. P., Counsell, A., & Flora, D. B. (2016). It might 
not make a big DIF: Improved differential test functioning 
statistics that account for sampling variability. Educational 
and Psychological Measurement, 76, 114–140. https://doi.
org/10.1177/0013164415584576

Chan, S., Bax, S., & Weir, C. (2018). Researching the compara-
bility of paper-based and computer-based delivery in a high-
stakes writing test. Assessing Writing, 36, 32–48. https://doi.
org/10.1016/j.asw.2018.03.008

Cherry, G., O’Leary, M., Naumenko, O., Kuan, L. A., & Waters, 
L. (2021). Do outcomes from high stakes examinations 
taken in test centres and via live remote proctoring differ? 

Computers and Education Open, 2, Article 100061. https://
doi.org/10.1016/j.caeo.2021.100061

Clinton, V. (2019). Reading from paper compared to screens: A 
systematic review and meta-analysis. Journal of Research 
in Reading, 42(2), 288–325. https://doi.org/10.1111/1467-
9817.12269

Cockburn, A., Ahlström, D., & Gutwin, C. (2012). Understanding 
performance in touch selections: Tap, drag and radial point-
ing drag with finger, stylus and mouse. International Journal 
of Human-Computer Studies, 70(3), 218–233. https://doi.
org/10.1016/j.ijhcs.2011.11.002

Davis, L. L. (2015). Device effects in online assessment: A lit-
erature review for ACARA [Unpublished report]. Pearson. 
https://web.archive.org/web/20220316104701/https://www.
nap.edu.au/docs/default-source/default-document-library/
naplan-online-device-effect-study.pdf

Delgado, P., Vargas, C., Ackerman, R., & Salmerón, L. (2018). 
Don’t throw away your printed books: A meta-analysis 
on the effects of reading media on reading comprehen-
sion. Educational Research Review, 25, 23–38. https://doi.
org/10.1016/j.edurev.2018.09.003

Dendir, S., & Maxwell, R. S. (2020). Cheating in online courses: 
Evidence from online proctoring. Computers in Human 
Behavior Reports, 2, Article 100033. https://doi.org/10.1016/j.
chbr.2020.100033

Findlater, L., Froehlich, J. E., Fattal, K., Wobbrock, J. O., & 
Dastyar, T. (2013). Age-related differences in performance 
with touchscreens compared to traditional mouse input. In W. 
E. Mackey (Ed.), Proceedings of the SIGCHI conference on 
human factors in computing systems (pp. 343–346). https://
doi.org/10.1145/2470654.2470703

Flake, J. K., & Fried, E. I. (2020). Measurement schmeasurement: 
Questionable measurement practices and how to avoid them. 
Advances in Methods and Practices in Psychological Science, 
3(4), 456–465. https://doi.org/10.1177/2515245920952393

Fong, C., Ratkovic, M., & Imai, K. (2022). CBPS: Covariate 
Balancing Propensity Score (R package version 0.23) 
[Computer Software]. https://CRAN.R-project.org/
package=CBPS

Gnambs, T. (2022). The web-based assessment of mental speed: 
An experimental study of testing mode effects for the Trail-
Making Test. European Journal of Psychological Assessment. 
Advance online publication. https://doi.org/10.1027/1015-
5759/a000711

Gnambs, T., & Lockl, K. (2022). Bidirectional effects between 
reading and mathematics development across secondary 
school. Zeitschrift für Erziehungswissenschaft. Advance 
online publication. https://doi.org/10.1007/s11618-022-
01108-w

Golan, D. D., Barzillai, M., & Katzir, T. (2018). The effect of 
presentation mode on children’s reading preferences, perfor-
mance, and self-evaluations. Computers & Education, 126, 
346–358. https://doi.org/10.1016/j.compedu.2018.08.001

Greifer, N. (2021). WeightIt: Weighting for covariate balance in 
observational studies (R package version 0.12.0) [Computer 
Software]. https://CRAN.R-project.org/package=WeightIt

Guo, H. (2022). How did students engage with a remote educa-
tional assessment? A case study. Educational Measurement: 



14	 Assessment 00(0)

Issues and Practice, 41(3), 58–68. https://doi.org/10.1111/
emip.12476

Higgins, J., Russell, M., & Hoffmann, T. (2005). Examining 
the effect of computer-based passage presentation on read-
ing test performance. Journal of Technology, Learning, and 
Assessment, 3(4), 1–36. http://www.jtla.org

Hurtz, G. M., & Weiner, J. A. (2022). Comparability and integ-
rity of online remote vs. onsite proctored credentialing exams. 
Journal of Applied Testing Technology, 23, 36–45.

Imai, K., & Ratkovic, M. (2014). Covariate balancing propensity 
score. Journal of the Royal Statistical Society: Series B, 76(1), 
1243–1263. https://doi.org/10.1111/rssb.12027

Isaacson, S. A. (2017). The impact of interface on ESL reading 
comprehension and strategy use: A comparison of e-books 
and paper texts. TESOL Journal, 8(4), 850–861. https://doi.
org/10.1002/tesj.357

Jerrim, J., Micklewright, J., Heine, J.-H., Sälzer, C., & McKeown, 
C. (2018). PISA 2015: How big is the “mode effect” and what 
has been done about it? Oxford Review of Education, 44, 476–
493. https://doi.org/10.1080/03054985.2018.1430025

Karay, Y., Schauber, S. K., Stosch, C., & Schüttpelz-Brauns, K. 
(2015). Computer versus paper—Does it make any difference 
in test performance? Teaching and Learning in Medicine, 27(1), 
157–162. https://doi.org/10.1080/10401334.2014.979175

Kerr, M. A., & Symons, S. E. (2006). Computerized presenta-
tion of text: Effects on children’s reading of informational 
material. Reading and Writing, 19(1), 1–19. https://doi.
org/10.1007/s11145-003-8128-y

Kim, S., & Walker, M. (2021). Assessing mode effects of at-home 
testing without a randomized trial. ETS Research Report 
Series, 2021(1), 1–21. https://doi.org/10.1002/ets2.12323

Kingston, N. M. (2009). Comparability of computer- and paper-
administered multiple-choice tests for K–12 populations: A 
synthesis. Applied Measurement in Education, 22, 22–37. 
https://doi.org/10.1080/08957340802558326

Kong, Y., Seo, Y. S., & Zhai, L. (2018). Comparison of read-
ing performance on screen and on paper: A meta-analy-
sis. Computers & Education, 123, 138–149. https://doi.
org/10.1016/j.compedu.2018.05.005

Kroehne, U., Buerger, S., Hahnel, C., & Goldhammer, F. (2019). 
Construct equivalence of PISA reading comprehension mea-
sured with paper-based and computer-based assessments. 
Educational Measurement: Issues and Practice, 38(3), 97–
111. https://doi.org/10.1111/emip.12280

Kroehne, U., Gnambs, T., & Goldhammer, F. (2019). Disentangling 
setting and mode effects for online competence assessment. 
In H.-P. Blossfeld & H.-G. Roßbach (Eds.), Education as a 
lifelong process (2nd ed., pp. 171–193). Springer. https://doi.
org/10.1007/978-3-658-23162-0_10

Langenfeld, T. (2022). Internet-based testing: A solution for the 
new normal. Journal of Applied Testing Technology, 23, 5–14.

Leeson, H. V. (2006). The mode effect: A literature review of 
human and technological issues in computerized testing. 
International Journal of Testing, 6(1), 1–24. https://doi.
org/10.1207/s15327574ijt0601_1

Lenhard, W., Lenhard, A., & Schneider, W. (2017a).ELFE II: Ein 
Leseverständnistest für Erst—bis Siebtklässler—Version II [A 
reading comprehension test for first to seventh graders—ver-
sion II]. Hogrefe.

Lenhard, W., Schroeders, U., & Lenhard, A. (2017b). Equivalence 
of screen versus print reading comprehension depends on task 
complexity and proficiency. Discourse Processes, 54(5–6), 
427–445. https://doi.org/10.1080/0163853X.2017.1319653

Leong, V., Raheel, K., Sim, J. Y., Kacker, K., Karlaftis, V. M., 
Vassiliu, C., & Kourtzi, Z. (2022). A new remote guided 
method for supervised web-based cognitive testing to ensure 
high-quality data: Development and usability study. Journal 
of Medical Internet Research, 24(1), Article e28368. https://
doi.org/10.2196/28368

Lynch, S. (2022). Adapting paper-based tests for computer admin-
istration: Lessons learned from 30 years of mode effects 
studies in education. Practical Assessment, Research, and 
Evaluation, 27, Article 22. https://scholarworks.umass.edu/
pare/vol27/iss1/22

Madero, E. N., Anderson, J., Bott, N. T., Hall, A., Newton, D., 
Fuseya, N., Harrison, J. E., Myers, J. R., & Glenn, J. M. 
(2021). Environmental distractions during unsupervised 
remote digital cognitive assessment. Journal of Prevention of 
Alzheimer’s Disease, 8(3), 263–266. https://doi.org/10.14283/
jpad.2021.9

Millsap, R. E. (2011). Statistical approaches to measurement 
invariance. Routledge.

Montroy, J. J., Bowles, R. P., Skibbe, L. E., McClelland, M. M., 
& Morrison, F. J. (2016). The development of self-regulation 
across early childhood. Developmental Psychology, 52(11), 
1744–1762. https://doi.org/10.1037/dev0000159

Morineau, T., Blanche, C., Tobin, L., & Guéguen, N. (2005). 
The emergence of the contextual role of the e-book in cogni-
tive processes through an ecological and functional analysis. 
International Journal of Human-Computer Studies, 62(3), 
329–348. https://doi.org/10.1016/j.ijhcs.2004.10.002

NEPS Network. (2022). National Educational Panel Study, sci-
entific use file of starting cohort newborns. Leibniz Institute 
for Educational Trajectories. https://doi.org/10.5157/
NEPS:SC1:9.0.0

Nowok, B., Raab, G. M., & Dibben, C. (2016). Synthpop: Bespoke 
creation of synthetic data in R. Journal of Statistical Software, 
74(11), 1–26. https://doi.org/10.18637/jss.v074.i11

Papageorgiou, S., & Manna, V. F. (2021). Maintaining access 
to a large-scale test of academic language proficiency dur-
ing the pandemic: The launch of TOEFL iBT Home Edition. 
Language Assessment Quarterly, 18(1), 36–41. https://doi.org
/10.1080/15434303.2020.1864376

Passell, E., Strong, R. W., Rutter, L. A., Kim, H., Scheuer, L., 
Martini, P., Grinspoon, L., & Germine, L. (2021). Cognitive 
test scores vary with choice of personal digital device. 
Behavior Research Methods, 53(6), 2544–2557. https://doi.
org/10.3758/s13428-021-01597-3

Penfield, R. D., & Camilli, G. (2007). Differential item functioning 
and item bias. In S. Sinharay & C. R. Rao (Eds.), Handbook of 
statistics (Vol. 26, pp. 125–167). Elsevier.

Porion, A., Aparicio, X., Megalakaki, O., Robert, A., & Baccino, 
T. (2016). The impact of paper-based versus computer-
ized presentation on text comprehension and memorization. 
Computers in Human Behavior, 54, 569–579. https://doi.
org/10.1016/j.chb.2015.08.002

Rasch, G. (1960). Probabilistic model for some intelligence and 
achievement tests. Danish Institute for Educational Research.



Gnambs and Lenhard	 15

R Core Team. (2021). R: A language and environment for sta-
tistical computing [Computer software]. R Foundation for 
Statistical Computing. https://www.R-project.org

Robitzsch, A., Lüdtke, O., Goldhammer, F., Kroehne, U., & 
Köller, O. (2020). Reanalysis of the German PISA data: A 
comparison of different approaches for trend estimation with a 
particular emphasis on mode effects. Frontiers in Psychology, 
11, Article 884. https://doi.org/10.3389/fpsyg.2020.00884

Rockinson-Szapkiw, A. J., Courduff, J., Carter, K., & Bennett, 
D. (2013). Electronic versus traditional print textbooks: A 
comparison study on the influence of university students’ 
learning. Computers & Education, 63, 259–266. https://doi.
org/10.1016/j.compedu.2012.11.022

Schindler, J., & Richter, T. (2018). Reading comprehension: 
Individual differences, disorders, and underlying cogni-
tive processes. In D. Ravid & A. Bar-On (Eds.), Handbook 
of communication disorders: Theoretical, empirical, and 
applied linguistic perspectives (pp. 503–524). De Gruyter.

Schroeders, U., & Gnambs, T. (2020). Degrees of freedom in 
multi-group confirmatory factor analysis: Are models of mea-
surement invariance testing correctly specified? European 
Journal of Psychological Assessment, 36, 105–113. https://
doi.org/10.1027/1015-5759/a000500

Schroeders, U., & Wilhelm, O. (2011). Equivalence of reading 
and listening comprehension across test media. Educational 
and Psychological Measurement, 71, 849–869. https://doi.
org/10.1177/0013164410391468

Segura, I. A., & Pompéia, S. (2021). Feasibility of remote perfor-
mance assessment using the free research executive evalua-
tion test battery in adolescents. Frontiers in Psychology, 12, 
Article 723063. https://doi.org/10.3389/fpsyg.2021.723063

Singer, L. M., Alexander, P. A., & Berkowitz, L. E. (2019). 
Effects of processing time on comprehension and calibra-
tion in print and digital mediums. Journal of Experimental 
Education, 87(1), 101–115. https://doi.org/10.1080/0022097
3.2017.1411877

Spengler, M., Damian, R. I., & Roberts, B. W. (2018). How you 
behave in school predicts life success above and beyond fam-
ily background, broad traits, and cognitive ability. Journal of 
Personality and Social Psychology, 114(4), 620–636. https://
doi.org/10.1037/pspp0000185

Støle, H., Mangen, A., & Schwippert, K. (2020). Assessing chil-
dren’s reading comprehension on paper and screen: A mode-
effect study. Computers & Education, 151, Article 103861. 
https://doi.org/10.1016/j.compedu.2020.103861

Steedle, J. T., Cho, Y. W., Wang, S., Arthur, A. M., & Li, D. 
(2022). Mode effects in college admissions testing and dif-
ferential speededness as a possible explanation. Educational 
Measurement: Issues and Practice, 41(3), 14–25. https://doi.
org/10.1111/emip.12484

Steger, D., Schroeders, U., & Gnambs, T. (2020). A meta-analysis 
of test scores in proctored and unproctored ability assess-
ments. European Journal of Psychological Assessment, 36, 
174–184. https://doi.org/10.1027/1015-5759/a000494

Steger, D., Schroeders, U., & Wilhelm, O. (2019). On the dimen-
sionality of crystallized intelligence: A smartphone-based 
assessment. Intelligence, 72, 76–85. https://doi.org/10.1016/j.
intell.2018.12.002

Van Dijk, T. A., & Kintsch, W. (1983). Strategies of discourse 
comprehension. Academic Press.

Von Davier, M., Khorramdel, L., He, Q., Shin, H. J., & Chen, 
H. (2019). Developments in psychometric population mod-
els for technology-based large-scale assessments: An over-
view of challenges and opportunities. Journal of Educational 
and Behavioral Statistics, 44(6), 671–705. https://doi.
org/10.3102/1076998619881789

Wagner, I., Loesche, P., & Bißantz, S. (2022). Low-stakes per-
formance testing in Germany by the VERA assessment: 
Analysis of the mode effects between computer-based testing 
and paper-pencil testing. European Journal of Psychology of 
Education, 37, 531–549. https://doi.org/10.1007/s10212-021-
00532-6

Wang, S., Jiao, H., Young, M. J., Brooks, T., & Olson, J. (2007). 
A meta-analysis of testing mode effects in grade K-12 math-
ematics tests. Educational and Psychological Measurement, 
67, 219–238. https://doi.org/10.1177/0013164406288166

Wang, S., Jiao, H., Young, M. J., Brooks, T., & Olson, J. (2008). 
Comparability of computer-based and paper-and-pencil test-
ing in K–12 reading assessments: A meta-analysis of testing 
mode effects. Educational and Psychological Measurement, 
68, 5–24. https://doi.org/10.1177/0013164407305592

Woods, C. M. (2009). Empirical selection of anchors 
for tests of differential item functioning. Applied 
Psychological Measurement, 33(1), 42–57. https://doi.
org/10.1177/0146621607314044

Wright, A. J. (2020). Equivalence of remote, digital administra-
tion and traditional, in-person administration of the Wechsler 
Intelligence Scale for Children, (WISC-V). Psychological 
Assessment, 32(9), 809–817. https://doi.org/10.1037/
pas0000939

Zajonc, R. B. (1965). Social facilitation. Science, 149, 269–274. 
https://doi.org/10.1126/science.149.3681.269

Zinn, S., Landrock, U., & Gnambs, T. (2021). Web-based and 
mixed-mode cognitive large-scale assessments in higher edu-
cation: An evaluation of selection bias, measurement bias, and 
prediction bias. Behavior Research Methods, 53, 1202–1217. 
https://doi.org/10.3758/s13428-020-01480-7

Zwaan, R. A., & Singer, M. (2003). Text comprehension. In A. 
Graesser, M. Gernsbacher & S. Goldman (Eds.), Handbook of 
discourse processes (pp. 83–121). Lawrence Erlbaum.


